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#### Abstract

The differences between previous theoretical treatments of extinction based on the Darwin intensity equations arise because of the different functional form chosen for the coupling constant $\sigma$. When the same function is used these theories make closely similar predictions. It is shown that a limiting condition on integrated intensity as the crystal size increases puts restrictions on the functions which may be used. A Lorentzian or Fresnellian function can be used for primary extinction while secondary extinction requires a Gaussian, rectangular or triangular function. An analytical expression is given for the variation in the value of the extinction factor with scattering angle.


## 1. Introduction

The kinematic theory of the diffraction of X-rays or neutrons predicts that the intensity of the diffracted beam is proportional to the volume of the crystal. If this were the case the intensity of the diffracted beam would exceed the intensity of the incident beam for sufficiently large crystals. The drawback of the kinematic theory is that it ignores the possibility of rescattering of the diffracted beam as it passes through the crystal. When the incident beam satisfies the Bragg condition in a perfect crystal so must the diffracted beam, and an interchange of energy between the diffracted beam and the incident beam will occur as both beams flow through the crystal. The rescattering probability increases as the size of the crystal increases.
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For the imperfect crystal (Darwin, 1922), which is composed of blocks of perfect crystal (called mosaic blocks) tilted at small angles to each other, the beam diffracted by one block has a probability of being scattered again by a block of identical orientation during the passage of the diffracted beam through the crystal. The rescattering probability is proportional to the distribution of mosaic block orientations and the size of the crystal. For the perfect crystal spatial coherence between scattering centres is preserved across the entire specimen. In the imperfect crystal each block is a perfect crystal but there is no coherence between scattering centres located in different blocks.

In crystal structure analysis the phenomenon of increasing reduction of the intensity of the diffracted beam from the prediction of the kinematic theory as the crystal volume increases is termed extinction. The extinction factor, $y$, is defined by $I^{\mathrm{obs}}=y I^{\mathrm{kin}} . I^{\mathrm{obs}}$ is the integrated intensity measured in an experiment. $I^{\text {kin }}$ is the integrated intensity a Bragg reflection would have if the kinematic theory applied exactly to the system being examined.

Extinction within a perfect crystal is termed primary extinction. In an ideally imperfect crystal, which is one in which extinction within mosaic blocks can be ignored, it is termed secondary extinction. Both types can occur in the same specimen.

The randomly oriented powder is a special case of the imperfect crystal. For this specimen the mosaic block distribution is known explicitly.

The object of the theories of extinction is to obtain an expression for $y$ in terms of the dimensions and microstructure of the crystal so that $I^{\text {obs }}$ can be correc-

[^0]ted to $I^{\text {kin }} . I^{\text {kin }}$ is then used as a starting point for the determination of atomic positions, thermal vibration parameters and electron density distributions. These are the interests of crystallographers. A very different interest in extinction was shown by Fermi, Sturm \& Sachs (1947), who were concerned with the effect of reinforcement of the transmitted beam on measurements of the removal cross section for neutrons passing through matter.

To be of use in crystal structure refinement $y$ should be expressed analytically in terms of the scattering angle, the size of the perfect crystal block, the size of the crystal (for primary extinction these are the same) and the angular distribution of mosaic blocks.

The projection into the diffraction plane of the normals to each block is assumed to have a Gaussian distribution, which is usually given as

$$
\begin{equation*}
W(\Delta)=\left[\eta(2 \pi)^{1 / 2}\right]^{-1} \exp \left[-\left(\Delta^{2} / 2 \eta^{2}\right)\right] \tag{1}
\end{equation*}
$$

where $\Delta$ is the angular deviation of the projected normal to a mosaic block from the mean orientation of projected normals to mosaic blocks. It is measured on the glancing-angle $(\theta)$ scale. The standard deviation of the distribution is $\eta$. Normalization is such that $\int W(\Delta) \mathrm{d} \Delta=1$.

Theories which lead to expressions for $y$ which can be used in computer programs are those of Hamilton (1957, 1963), Zachariasen (1967), Werner (1974) and Becker \& Coppens (1974). Kato has discussed primary and secondary extinction and a combination of both in a series of papers (Kato, 1976, 1979, 1980); however, no usable expressions are given. Olekhnovich \& Olekhnovich $(1978,1980)$ have discussed primary extinction for the square-section parallelepiped and for the cylinder, while Wilkins (1981) has given computer solutions for certain types of distorted crystals. Borie (1982) has pointed out the implication of Werner's (1974) work for finding a usable solution, but does not give one. Sabine (1985) has given a theory of primary extinction, without absorption, and has experimentally verified the theory by neutron diffraction experiments on polycrystalline specimens of magnesium oxide. In this paper that theory is extended and compared with previous results. It is concluded that Hamilton (1957, 1963), Zachariasen (1967), Werner (1974), Becker \& Coppens (1974) and the present work lead to results which are essentially identical.

## 2. A general observation on extinction

The model used for the present analysis is shown in Fig. 1. As in the discussion of Hamilton (1957) the finite crystal can have any shape, but its surface is everywhere convex, so that an emergent beam cannot re-enter the crystal. It is bathed in a beam which can be represented as a plane wave of infinite lateral extent. A consequence of this representation is perfect
collimation, that is the incident beam has no angular divergence. Since this discussion deals with integrated intensity no error is introduced by using this approximation.

The incident beam enters the crystal along the boundary $A B$ from the left and emerges along the boundary $C D$ to the right. To determine the integrated intensity it is necessary to integrate the current in the diffracted beam over the exit surface. The extinction factor is then the ratio of this quantity to the kinematic integrated intensity:

From this diagram some general observations concerning the asymptotic behaviour of the extinction factor can be made.

When there is no true absorption of the incident radiation the kinematic integrated intensity will increase linearly with the volume of the crystal. Under extinction conditions, no matter how severe, the integrated intensity must increase linearly with the increase in fresh crystal surface exposed to the incident beam.

Hence the extinction factor, which is defined as the ratio of $I^{\text {obs }}$ to $I^{\text {kin }}$, must become proportional to the rate of increase in area of the entrance surface divided by the rate of increase in volume.

This argument puts limiting conditions on the behaviour of the extinction factor as the crystal size increases. For commonly used crystal shapes the limiting values are:
(a) The parallelepiped with sides parallel to the incident- and diffracted-beam directions, and height $h$ normal to the diffraction plane.

This shape is called the $A B$ crystal by Werner (1974). For the special case of sides of equal length $t_{0}$ (called the $A A$ crystal in this paper) the volume is proportional to $t_{0}^{2} \sin 2 \theta$, and the area of the entrance surface is proportional to $t_{0}$. Hence $y_{t_{0} \rightarrow \infty}$ tends towards proportionality to $1 /\left(t_{0} \sin 2 \theta\right)$.

The variable, $t_{\perp}$, used by Zachariasen (1967) is $t_{0} \sin 2 \theta$, and the above argument may be the reason why he made that choice.


Fig. 1. The beam enters the crystal through the surface $A C B$ and exits through the surface $C A D$.
(b) For the mosaic block of edge $a$
$y_{a \rightarrow \infty} \rightarrow$ proportionality to $1 / a$.
(c) For the sphere of radius $r$
$y_{r \rightarrow \infty} \rightarrow$ proportionality to $1 / r$.
(d) For the right cylinder of radius $r$ and axis of length $h$ normal to the diffraction plane
$y_{r \rightarrow \infty} \rightarrow$ proportionality to $1 / r$.

## 3. The Darwin intensity equations

The starting point for theories of extinction proposed by Hamilton (1957), Zachariasen (1967), Werner (1974), and by Becker \& Coppens (1974), is the generalization of the Darwin energy transfer equations by Hamilton (1957).

These equations are

$$
\begin{align*}
& \partial P_{i} / \partial t_{i}=\tau P_{i}+\sigma P_{f}  \tag{2}\\
& \partial P_{f} / \partial t_{f}=\tau P_{f}+\sigma P_{i} . \tag{3}
\end{align*}
$$

$P_{i}$ and $P_{f}$ are the current densities (neutrons $\mathrm{cm}^{-2} \mathrm{~s}^{-1}$ ) at the position in the crystal whose coordinates are $t_{i}, t_{f}$. The distance $t_{i}$ is measured along the incidentbeam direction while $t_{f}$ is measured along the diffrac-ted-beam direction. The coefficient $\tau$ is the removal cross section per unit volume. It includes all processes which remove energy from a beam bathing a crystal. The sign of $\tau$ is always negative. The coefficient $\sigma$ is the cross section per unit volume for Bragg scattering. The angle between $t_{i}$ and $t_{f}$ is $2 \theta$.

Exact solutions of these equations for $2 \theta=0$ and for $2 \theta=\pi$ in a semi-infinite flat plate of thickness $D_{0}$ are given by Hamilton (1957).

In this paper it is assumed that Bragg scattering is the only removal process. For this case $(\tau=-\sigma)$ the solutions for the current at the exit surface of the crystal are given by Zachariasen (1945).
(a) Symmetric Laue case

$$
\begin{equation*}
P_{f}=\frac{1}{2} P_{1}^{0}[1-\exp (-2 \sigma D)], \quad D=D_{0} / \cos \theta . \tag{4}
\end{equation*}
$$

(b) Symmetric Bragg case

$$
\begin{equation*}
P_{f}=P_{i}^{0} \sigma D /(1+\sigma D), \quad D=D_{0} / \sin \theta \tag{5}
\end{equation*}
$$

$P_{i}^{0}$ is the current at the entrance surface. $D_{0}$ is again the plate thickness.

Zachariasen (1967) and Sabine (1985) chose the solution to the symmetrical Bragg case as an approximation to the general solution. Hamilton (1957, 1963) used a finite difference method to provide a general solution by computer. Becker \& Coppens (1974) express (2) and (3) in integral form and use numerical methods. Werner (1974) found an exact solution in terms of tabulated functions.

## 4. The functional form for $\sigma$

The coupling coefficient $\sigma$ in the transfer equations is the cross section per unit volume for scattering into a single Bragg reflection. As shown in many texts on diffraction theory (e.g. Marshall \& Lovesey, 1971), $\sigma=Q_{k} \delta(\Delta k)$ on the scattering-vector scale $[k=2(\sin \theta) / \lambda]$ where $Q_{k}=N_{c}^{2} \lambda^{2} F^{2} / \sin \theta$, and $\sigma=Q_{\theta} W(\Delta \theta)$ on the glancing-angle scale, where $Q_{\theta}=N_{c}^{2} \lambda^{3} F^{2} / \sin 2 \theta$.

In these expressions $N_{c}$ is the number of unit cells per unit volume, $\lambda$ is the neutron wavelength, $2 \theta$ is the scattering angle. $F$ is the structure factor per unit cell for the reflection under consideration. The Debye-Waller factor is included in $F$. The arguments of the delta functions are small deviations from the Bragg position.

For primary extinction the delta function is replaced by a function of $\Delta k$ normalized to unity. For secondary extinction, where the controlling quantity is the angle between mosaic blocks, $\sigma(\Delta \theta)=$ $Q_{\theta} \delta(\Delta \theta)$, and the delta function is replaced by a mosaic block orientation distribution normalized so that $\int W(\Delta \theta) \mathrm{d}(\Delta \theta)=1$.

Possible functional forms (also given by Sabine, 1985) are

\[

\]

For each profile conversion to the $2 \theta$ scale and calculation of the integral breadth leads to the Scherrer equation for particle-size broadening with $T$ the volume average of the thickness of the crystal normal to the diffracting plane (Wilson, 1949, p. 35).

For secondary extinction identical functions to the primary-extinction case can be used by substituting $Q_{\theta}$ for $Q_{k}$ and $G$ for $T$ where $G$ is the value of $W(\Delta \theta)$ at $\Delta \theta=0$. For the Gaussian distribution of (1) $G^{-1}=\eta(2 \pi)^{1 / 2}$, Zachariasen (1967) and Becker \& Coppens (1974) used Fresnellian, Lorentzian and Gaussian functions; Hamilton (1957) and Werner (1974) used a rectangular function.

## 5. Calculation of the extinction factor

The notation used in this section is $L, F, G, R, T$ as a superscript to identify the functional form of $\sigma$, and $L, B$ as a subscript to identify the cases $2 \theta=0$ and $2 \theta=\pi$, respectively.

The extinction factor, $y$, is defined in $\S 2$ as the ratio of the integrated intensity of the reflection to the integrated intensity it would have under kinematic conditions. Then

$$
\begin{gathered}
y_{L}=\frac{\frac{1}{2} \int\{1-\exp [-2 \sigma(\Delta k) D]\} \mathrm{d}(\Delta k)}{\int \sigma(\Delta k) D \mathrm{~d}(\Delta k)}, \\
\text { Laue case from (4) } \\
y_{B}=\int \frac{\sigma(\Delta k) \mathrm{d}(\Delta k)}{1+\sigma(\Delta k) D} / \int \sigma(\Delta k) \mathrm{d}(\Delta k) \\
\text { Bragg case from (5) }
\end{gathered}
$$

The limits of integration depend on the specific form of $\sigma(\Delta k)$.

Substitution of each expression for $\sigma(\Delta k)$ into the above equations and integration over $\Delta k$ lead to the following expressions for $y$. In all cases $x=Q_{k} T D$ for primary extinction and $x=Q_{\theta} G D$ for secondary extinction. $D$ is the path-length parameter.
(a) Laue case

$$
\begin{align*}
y^{L}= & 1-x / 2+x^{2} / 4-5 x^{3} / 48+\ldots,  \tag{6}\\
y^{F}= & 1-2 x / 3+11 x^{2} / 30-151 x^{3} / 945+\ldots,  \tag{7}\\
y^{G}= & 1-2 x /\left(2!2^{1 / 2}\right)+4 x^{2} /\left(3!3^{1 / 2}\right) \\
& -8 x^{3} /\left(4!4^{1 / 2}\right)+\ldots,  \tag{8}\\
y^{R}= & (1 / 2 x)[1-\exp (-2 x)],  \tag{9}\\
y^{T}= & (1 / x)\{1-(1 / 2 x)[1-\exp (-2 x)]\} . \tag{10}
\end{align*}
$$

(b) Bragg case

$$
\begin{align*}
& y^{L}=1 /(1+x)^{1 / 2},  \tag{11}\\
& y^{F}=1-2 x / 3+11 x^{2} / 20-151 x^{3} / 315+\ldots,  \tag{12}\\
& y^{G}=1-x / 2^{1 / 2}+x^{2} / 3^{1 / 2}-x^{3} / 4^{1 / 2}+\ldots,  \tag{13}\\
& y^{R}=1 /(1+x),  \tag{14}\\
& y^{T}=\left(2 / x^{2}\right)(x-\ln |1+x|) . \tag{15}
\end{align*}
$$

## 6. Comparison with dynamical theory

In § 2 it was shown that the extinction factor should approach a limiting value as the crystal size increases. For primary extinction only the Lorentzian or Fresnellian form satisfies this condition. A choice between these forms can be made through a comparison with the results of the dynamical theory.

For the semi-infinite flat plate of thickness $D_{0}$ the dynamical theory (Zachariasen, 1945, pp. 133-134) gives for the Bragg case

$$
y_{B}=(\tanh A) / A, \quad A=N_{c} \lambda F D / \sin \theta
$$

and for the Laue case

$$
y_{L}=\sum_{0}^{\infty} J_{2 n+1}(2 A) / A, \quad A=N_{c} \lambda F D / \cos \theta .
$$

In these equations $D$ is the average path length for the beam. The limiting values of the extinction factor are

$$
y_{B}(x \rightarrow \infty)=A^{-1}, \quad y_{L}(x \rightarrow \infty)=(2 A)^{-1} .
$$

The series for $y_{L}^{L}[(6)]$ is divergent for large $x$; however, it approaches the asymptotic series

$$
\begin{align*}
y_{L}^{L}= & (2 / \pi x)^{1 / 2}\left[1-1 /(8 x)-3 /\left(128 x^{2}\right)\right. \\
& \left.-15 /\left(1024 x^{3}\right)+\ldots\right] . \tag{16}
\end{align*}
$$

The limiting values of the solutions (11) and (16) are

$$
y_{B}^{L}(x \rightarrow \infty)=(1 / x)^{1 / 2}, \quad y_{L}^{L}(x \rightarrow \infty)=(2 / \pi x)^{1 / 2} .
$$

The quantity $A$ of the dynamical-theory solutions can be readily identified with the square root of $x$. Following Zachariasen (1945, p. 130), in the Bragg case, $T=D_{0}, D=D_{0} / \sin \theta$, and hence $x=A^{2}$; while, in the Laue case, the substitutions $T=D_{0} \tan \theta, D=$ $D_{0} / \cos \theta$ again lead to $x=A^{2}$.
Asymptotic solutions for the extinction factors of this paper are then

$$
y_{B}^{L} \rightarrow A^{-1}, \quad y_{L}^{L} \rightarrow(1 \cdot 25 A)^{-1} .
$$

Becker \& Coppens (1974) note that their value of their primary-extinction factor approaches $c /\left(x^{1 / 2}\right)$. They do not comment on the numerical value of $c$. For a Fresnellian function, which they use in discussing primary extinction, $y_{B} \rightarrow 2 /\left(\pi x^{1 / 2}\right)$ as $x$ increases.

## 7. Primary extinction in finite crystals

## (a) The AA crystal

This crystal is defined in § 2. It has edges of equal length $t_{0}$ along the directions of the incident beam and the diffracted beam. The thickness of the crystal normal to the diffracting plane ( $T$ ) is then $t_{0} \sin \theta$ and the average path length through the crystal ( $D$ ) is $t_{0}$, hence $x=Q_{k} D T=\left(N_{c} \lambda F t_{0}\right)^{2}$.

## (b) The sphere

Straightforward application of the formulae of this paper with $T=D=\frac{3}{2} r$ would give $x=$ $9\left(N_{c} \lambda F r\right)^{2} / 4 \sin \theta$. Zachariasen (1967) gives $x($ Zach $)=3\left(N_{c} \lambda F r\right)^{2} / 2 \sin 2 \theta$. He has taken $T=$ $t_{\perp} / \cos \theta, t_{\perp}=\frac{3}{2} r$ where $t_{\perp}$ is the thickness of the crystal perpendicular to the incident beam. When this is done the quantity $x$ of this paper contains the factor $1 / \sin 2 \theta$.

## (c) The mosaic block

The mosaic block, in the form of a square-section parallelepiped, has been examined by Olekhnovich
\& Olekhnovich, (1978) and by Wilkins (1981). The variable used by both authors is, in neutron units, $N_{c} \lambda F l_{0}$ where $l_{0}$ is the block side. This variable will be denoted by $l$. The starting points for both sets of authors are the equations of the dynamical theory.

Olekhnovich \& Olekhnovich (1978) give a solution for the primary-extinction factor when the Bragg angle is $45^{\circ}$ [their Fig. 4, curve (6)]. Their result is the full curve in Fig. 2( $a$ ).


Fig. 2. (a) The single curve is the result for the square-section parallelepiped at a Bragg angle of $45^{\circ}$ obtained by Olekhnovich \& Olekhnovich (1978). The hatched region spans the Bragg (upper) and Laue (lower) solutions for the $A A$ crystal given in this paper. (b) The lower curve is the result for the square-section parallelepiped with a Bragg angle of $20^{\circ}$ obtained by Olekhnovich \& Olekhnovich (1978). The hatched region spans the Bragg (upper) and Laue (lower) solutions for the AA crystal given in this paper. The upper curve is the result given by Wilkins (1981) for a mosaic block.

At $\theta=45^{\circ}$ the $A A$ crystal is a square-section parallelepiped. The hatched region in Fig. 2(a) corresponds to the range of values given by (6), (11), (16) of this pa ${ }^{1}$ 'er. The upper boundary is the Bragg case; the lower boundary is the Laue case. The variable $l$ is the square root of the $x$ for the $A A$ crystal used in this work.

Wilkins (1981) gives a result only for a Bragg angle of $20^{\circ}$. In Fig. 2(b) his extinction factor [his Fig. $14(b)]$ is compared with the value obtained by Olekhnovich \& Olekhnovich (1978) [their Fig. 4, curve (3)].

Again the hatched region is bounded by the Laue and Bragg solutions of this paper. Wilkins (1981) finds empirically that the substitution $T=t_{0} \sin \theta$, which is exact for the $A A$ crystal, is a good approximation for the mosaic block.

Werner (1974) suggested that the solution to the $\boldsymbol{A} \boldsymbol{A}$ crystal may be a good approximation for real crystals. The results of the present investigation indicates that this is the case.

## 8. Secondary extinction in finite crystals

According to § 2 the secondary-extinction factor must also approach proportionality to the reciprocal of a quantity with the dimensions of length. It can be seen from the list of extinction factors [(6)-(15)] that when $G$, which is dimensionless, is substituted for $T$ only the Gaussian, rectangular and triangular functional representations of $\sigma$ satisfy this criterion.

It is not clear if the variable $x$ for secondary extinction in finite crystals should include the factor $\sin 2 \theta$ which is the basic difference between the formulae of Becker \& Coppens (1974) and Zachariasen (1967). For primary extinction it occurs naturally in the treatment of the $A A$ crystal, and appears to be necessary for the general mosaic block.

Hamilton (1957), Werner (1974), and this paper use $x=Q_{\theta} G D$ while Becker $\&$ Coppens (1974) use $x=Q_{\theta} G D \sin 2 \theta$.

## 9. The angular dependence of extinction

It is essential that any expression for the extinction factor which is to be incorporated in a crystal structure refinement code must allow for the dependence of extinction on scattering angle.

Hamilton (1957) and Becker \& Coppens (1974) give tables of computer solutions to this problem. Zachariasen (1967) and Sabine (1985) used the Braggcase solution for all values of $2 \theta$. Werner (1974) suggested that the appropriate solution should be the arithmetic mean of the two cases.

In this work the angular variation is given by the average

$$
\begin{equation*}
y(2 \theta)=y_{L} \cos ^{2} \theta+y_{B} \sin ^{2} \theta \tag{17}
\end{equation*}
$$

## 10. The theories of Hamilton and Becker \& Coppens

While the theories of Hamilton $(1957,1963)$ and of Becker \& Coppens (1974) appear to give very different values of the extinction factor it is not difficult to show, using the results of this paper, that their solutions to the transfer equations are closely similar.

## (a) Hamilton

Hamilton has used a rectangular functional form for $\sigma$ and has calculated the extinction factor for a cylinder. His variable $\sigma D$ is the same as $Q_{\theta} G D$ of this paper. To convert $x$ for the $A A$ crystal to a value appropriate to a cylinder $x$ is multiplied by $3 \pi / 8$ since the average path length through a cylinder of diameter $D$ is $8 D / 3 \pi$. Application of (17) to the values of $y_{L}^{R}$ and $y_{B}^{R}$ given by (9) and (14) for the converted $x$ gives the full line of Fig. 3(a).

## (b) Becker \& Coppens

Inspection of the formulae given by Becker \& Coppens (1974) shows that $x$ of their Table 1 is identical to $x$ for the $A A$ crystal; however, their extinction factor extrapolates as $(2 x)^{-1 / 2}$. To compare with the present work the $x$ of Becker \& Coppens must be taken as one-half the $x$ of this paper. When this is done the application of (17) to $y_{L}^{L}$ and $y_{B}^{L}$ found from (6), (16) and (11) gives the full line of Fig. 3(b).


Fig. 3. (a) The points are taken from Table 1 of Hamilton (1963) for secondary extinction in a cylinder. The full lines are the predictions of the present work. (b) The points are taken from Table 1 of Becker \& Coppens (1974) for primary extinction in a sphere. The full lines are the predictions of the present work.

## 11. Experimental verification

The conclusions of this work concerning primary extinction have been verified to a level of $y=0.6$ by Sabine (1985) using neutron powder data from specimens of MgO of controlled grain size. A conventional diffractometer was used at a single wavelength.
Sabine, Von Dreele \& Jørgensen (1988) have used time-of-flight methods on similar specimens of MgO to compare experimental and calculated primaryextinction factors to a level $y=0 \cdot 3$.

## 12. Concluding remarks

For very general reasons the extinction factor, whether primary or secondary, must allow the integrated intensity to increase at a rate not less than the rate at which the area of the entrance surface increases with crystal size.

The primary-extinction factor may be calculated using as a starting point the Darwin energy-transfer equations. With the choice of a Lorentzian functional representation for the coupling coefficient these equations provide numerical values which are satisfactory for use in crystal structure refinement.
A suitable analytical form of the extinction factor at an arbitrary scattering angle $2 \theta$ is given by

$$
y(2 \theta)=y_{L} \cos ^{2} \theta+y_{B} \sin ^{2} \theta .
$$

The extinction factors at $2 \theta=0$ and $2 \theta=\pi$ are $y_{L}$ and $y_{B}$ respectively.

I am indebted to Dr D. G. Blair for providing limiting solutions to the series representations of extinction factors.
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#### Abstract

Time-of-flight data have been collected from polycrystalline specimens of magnesium oxide in which the grain size distribution is known. These data were obtained at scattering angles of 150,90 and $60^{\circ}$. A primary extinction factor given in an analytical form by Sabine [Acta Cryst. (1988), A44, 368-373] is included in a Rietveld program. The experimental data from the two high-angle histograms are refined to give an effective mosaic block size and overall temperature factors. The effective mosaic block size is used in the calculation of an extinction factor for each reflection. This factor is then compared with the ratio of measured integrated intensities. The theoretical form of the extinction factor is verified to a level of 0.30 . The temperature factors measured from each specimen are identical and in agreement with the best literature value.


## 1. Introduction

A well known problem in the analysis of time-of-fight (TOF) data by the Rietveld method (Rietveld, 1969) has been an inability to extract consistent temperature factors, when analyses are made of data on the same specimen taken over different ranges in TOF. In most cases the temperature factors from the complete data set are low and in some cases negative. As the upper TOF bound of the data is made shorter the values of the apparent temperature factor rise.

This problem is caused by primary extinction within each perfect crystal block in the powder. In a brittle material the block size may be equal to the grain size; in a ductile material the block size may be orders of magnitude smaller than the grain size and may coincide with the sub-grain size.

Extinction is dependent on both wavelength and scattering angle. However, the large range of wavelengths used in TOF experiments makes the problem more obvious. In both techniques the
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measured temperature factors have lower values than the true temperature factors.

A factor which can be used to correct integrated intensities for the effect of primary extinction has been derived by Sabine (1985, 1988). The first experimental tests of the validity of that factor were carried out by neutron measurements on polycrystalline specimens of magnesium oxide using a constant wavelength.

An attempt was made to arrange the experiment so that there were no disposable parameters. The only crystallographic parameters for MgO are the DebyeWaller factors for each atom. Values found for these have been reviewed in detail by Barron (1977).

The shape of the grains and the grain size distribution in each specimen were determined by scanning electron microscopy. An untested assumption was that each grain was a perfect crystal.

In the present experiment time-of-flight methods are used on the same specimens to provide a more stringent test of the theory. TOF measurements have the advantage of a larger range of $(\sin \theta) / \lambda$, and a direct method of scaling data collected from specimens of different mass.

Four sets of TOF data are analysed by the Rietveld computer program of Larson \& Von Dreele (1986) to give an overall temperature factor and an average mosaic block size. The block size is compared with direct measurements of the extinction factors and the temperature factor is compared with literature values.

## 2. Magnesium oxide

Magnesium oxide has the rock salt structure. The space group is $O_{h}^{5}-F m \overline{3} m$ (No. 225); $a=$ $4 \cdot 21145$ (3) $\AA$ (Howard \& Sabine, 1974). The Mg and $O$ atoms are located at $0,0,0$ and $\frac{1}{2}, \frac{1}{2}, \frac{1}{2}$, respectively. The only crystallographic parameters are the temperature factors for each atom. Since the material is cubic these are isotropic.


[^0]:    (C) 1988 International Union of Crystallography

